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Abstract— Emotion is a psychosomatic process that is caused 

either by a conscious or non-conscious perception of an object or 

a situation whereas, the result of that process is depicted either 

by the expression of the face, or physically, or with a combination 

of the above. An important mechanism playing a significant role 

in the recognition of emotions is the encephalogram, which 

enables us to detect significant signals of the brain. The 

methodology developed aims to the identification of basic 

emotions by using an electroencephalogram through an 

experimental process where participants were asked to evaluate 

the experiment according to the valence, arousal and dominance 

of each emotion inflicted on them by videos they were subjected 

to watching. Through the experimental process, a vector of 

characteristics is analyzed for each of the electrodes of the 

electroencephalogram and for a series of videos. The training of a 

model and classification of algorithms were the key to finding the 

best methods in terms of sensitivity, accuracy, and specification 

of our data. 

Keywords— Emotion, Electroencephalogram, Brain, Machine 

learning, Classification algorithms 

I. INTRODUCTION 

The brain constitutes the most important part of the human 
central neural system. Brain signals are caused by the electrical 
charge transfer between neurons as well as from the potential 
difference caused during this transfer.[1] Brain signals are 
recorded through electroencephalographic (EEG) devices. In 
these devices several electrodes are placed in specific parts of 
the brain with a scope to receiving signals [2]. Lately, several 
commercial wearable EEG recording devices have been 
developed for lifestyle monitoring that are also light-weight 
and in many cases affordable for daily use. 

Emotions are a psychosomatic process caused by a 
conscious or non-conscious perception of an object or a 
condition, which is closely related to the stimulation of  
system’s nervous through the chemical changes that occur, 
while the result of this action is depicted either by facial 
expressions or verbally, or physically, or a combination of 
them. 

 Emotions have become a research focus for scientists 
for decades, developing several theories such as the theory of 
Paul Ekman [3] who acknowledges in his theory seven 
different emotions which are anger, disgust, fear, happiness, 

sadness, and surprise. The cycle of emotions according to this 
theory is presented in figure 1. 

 

Fig. 1. The cycle of emotions according to Paul Ekman 

Another theory is developed by Robert Plutchik [4], 
claiming that the basic emotions are eight, coming in opposite 
pairs and different colors. According to the theory, the darker 
the color the more intense is the emotion and, mixing the basic 
colors, second and third level emotions can arise. Figure 2 
displays an imaginary cycle of emotions based this theory.  

A more recent theory was proposed by W. Gerrod Parrott in 
2001, who states that by analyzing deeper emotions in the form 
of a tree, more than 100 emotions can arise [5].  

Recently, automated processing of EEG recordings goes 
beyond the analysis of neurological conditions such as epilepsy 
[6] or dementia[7]. EEG-based emotion analysis utilizing 
complex signal processing techniques and novel machine 
learning approaches has become a great field of research and 
innovation. Quantitative features extracted from EEG signals 
acquired from clinical or wearable EEG recording devices are 
used to capture the differences between emotional states. 
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Fig. 2. Robert Plutchik's theory of emotions 

  

Based on the literature review, most recent studies use 
different methods to recognize emotions. Some of them are 
Variational Mode Decomposition (VMD), Deep Neural 
Network, eye-tracking, short-term memory, Machine learning, 
recognize emotion etc. Regarding metrics, an approach was 
observed in related metrics such as Valence, Arousal, 
Dominance, Liking/Disliking, Negative, Neutral and Positive 
emotions. 

In conclusion, from all the studies analyzed, common 
approaches emerge regarding the extracted feature vector as 
well as the classification model. The most common features 
calculated from the EEG signal ξ shown in the studies are 
[8][9] 
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The above are indicative characteristics of a wide range of 
frequency and statistical characteristics extracted from the EEG 
in studies using the DEAP Database [10] for control and 
validation of their methodology [11][12]. Table I briefly 
presents the characteristics calculated in each methodology as 
well as the results of these methods. 

 

 

 

TABLE I.  THE CHARACTERISTICS STUDIED IN THE STUDIES 

EXAMINED 

Authors Year EEG 

characteristics 

 

Results 

Rui Li et 

al. 

2022 θ, α, β, γ, all ACC 84.44% 

Valence 65.70% 

Arousal 64.22% 

 

Parthana 

Sarma et 

al. 

2021 62 channel 

from SEED, 32 

channel from 

DEAP 

ACC 95.85% 

Valence 82.21% 

Arousal 86.03% 

Divya 

Garg et al. 

2020 Multi-channel 

EEG signal 

Valence 92.19% 

(2-Class) 

Arousal 61.23% 

(2-Class) 

Liu and 

Sourina  

2013 δ,θ,α,β,γ,FD,dif

f. asym of 

statist. 

Accuracy 

53.7% using 4 

electrodes 

Reuderink 

et al. 

2013 Diff. asym of 

α(1-64Hz) 

Condition 

Valence 

Arousal 

Dominance 

Rozgic et 

al. 

2013 θ,slow 

α,α,β,γ,differen

tial 

asymmetries 

Elastoviscoplast

ic 

materialmodel 

Hadjidimit

riou and 

Hadjileonti

adis 

2012 TF analysis of 

β(13-

30Hz),γ(30-

49Hz) with rest 

norm 

Accuracy of 

49.4% 

Konstantin

idis et al. 

2012 Multichannel 

complexity D2 

Arousal 

Gender 

Liu and 

Sourina 

2012 β/α ratio, β Accuracy 

73.64% to 

75.17% 

Brown et 

al. 

2011 Max, kurtosis, 

peak of asym 

Accuracy 48% 

 

In the proposed methodology, the emotional state of 
individuals is studied, as it is captured by EEG recordings and 
by metrics related to the intensity of emotion, such as arousal 
and valence [13] - [21]. 



 

A. Arousal and Valence 

Two terms that preoccupy emotion experts are Valence 
and Arousal. These two terms are often misinterpreted, so it is 
wise to make a distinction between them. 

Arousal and Valence are terms used to describe the 
excitement or calmness of an emotion, respectively. Positive 
or negative emotional occurrences are analyzed by Valence. 
Our reptile brain is where arousal first begins. It causes the 
fight-or-flight reaction, which helped us survive [15]. 

From terms such as Valence and Arousal emerge 
combinations of these (high arousal – low valence, high 
arousal – high valence, low arousal – low valence, low arousal 
– high valence) and corresponding emotions as illustrated in 
the Figure 3. 

 

Fig. 3. Valence and Arousal combination 

II. METHODOLOGY 

A. DEAP database 

 
For the emotional’s state analysis, the DEAP database was 

used [16] which consists of EEG recordings and peripheral 
signals of 32 people. The recordings were collected during 
music videos where participants were subjected to watching.  

To elicit various emotions, diverse visual cues were utilised 
in music videos. Initially, 120 videos were selected. 
Accordingly, a 1-minute segment was then determined based 
on the participants' preferences to constitute the visual 
stimulus. Finally, a subjective evaluation experiment was 
performed, so that the final selected stimuli were narrowed 
down to 40. The participants evaluated each video in terms of 
valence, arousal, familiarity, liking, and dominance 
selecting the most appropriate video for each individual. 

According to researchers at the DEAP Database, the 
valence-arousal space corresponding to emotional states can be 
divided into four quadrants: LALV (low arousal - low valence), 
LAHV (low arousal - high valence), HALV (high arousal - low 
valence), HAHV (high arousal - high valence). 

Participants in the experiment watched music videos and 
scored them on arousal, valence, and dominance at nine 
distinct levels. 

Each participant watched several videos as they liked, 
while they could finish the rating at any time. The collection of 
videos was chosen at random. As a result, each video received 
roughly the same number of ratings (14-16 ratings per video). 
Additionally, it’s made sure that participants ever watched the 
same film for second time. 

The Self-Assessment Manikin (SAM) is a questionnaire 
that measures an emotional response. It was designed to 
measure three characteristics that relate to the strength / 
pleasure of the response, perceptual stimulation, and 
perceptions of control / dominance. These characteristics were 
identified as central to emotion, based on research by Lang and 
his associates [22]. In Figure 4 is being displayed a self-
assessment card which is based on the SAM system. 

 

Fig. 4. Self-assessment card. Arousal SAM, Valence SAM, 
Dominance SAM, Liking 

The final 40 videos from the base were chosen because all 
120 videos received ratings from at least 14 volunteers each. A 
normalized arousal and valence score was derived for each X 
video by dividing the mean score by the standard deviation 
(E(x)/S). Then, the ten movies that were closest to the extreme 
corner of each quadrant in the normalized arousal / valence 
interval were chosen, creating a total of 40 videos that make up 
the DEAP Database. 

B. Experimental procedure 

The experiment involved 32 people, 16 men and 16 
women, with the age in range from 19 to 37 years (the average 
years is 26.9). Before the start of the experiment, each 
participant filled out a questionnaire and was informed about 
the experimental process. During the experiments, 48 channels 
were recorded (32 EEG signals, 12 regional signals, 3 empty 
signals and 1 status signal). 

TABLE II.  EMOTION WHEEL 

 



 

During the process of self-assessment, the participants rated 
the valence and arousal of each emotion provoked by the video 
they watched. The selection of emotions was made by a wheel 
of emotions (emotion wheel). 

The measurement scale of arousal spectrum from calm / 
bored to stimulated / excited, whereas the scale of valence 
ranges from unhappy / sad to happy / joyful. The dominance 
metric ranged from submissive to dominant. The fourth scale 
was considered about whether the video was liked by each 
participant or not. Finally, there was the question of whether 
each of the participants had been aware of the popularity of the 
song. 

C. Feature extraction 

   The DWT (Discrete Wavelet Transform) was used for the 

analysis of EEG signals. DWT is the most widespread 

Transformation in Wavelet Analysis. DWT is a Time-

Frequency analysis transformation according to which the 

signal decomposes into high and low frequency coefficients, 

after displacement and scaling of a basal wavelet called the 

mother wavelet. Then the low frequency factor decomposes 

again at high and low frequencies in a process reminiscent of a 

tree path. The process is repeated until the signal is completely 

decomposed at the desired frequencies [23]. 

From the signals researched characteristics such as 

Accuracy, Sensitivity and Specificity were calculated with a 

percentage scale in each algorithm that was applied. 

The feature vector that resulted from the calculation 

of the above characteristics for each of the 32 electrodes for 

the 40 projection videos consists of 1280 rows and 480 

columns. Since the size of the characteristic vector is large and 

can mislead the training of the classification model, the 

technique’s of PCA (Principal Component Analysis) was 

applied [24]. Based on PCA, data is displayed in a space in 

such a way as to maximize the dispersion of points and display 

the dataset in a smaller number of dimensions. In the end, the 

data is represented as a new dataset derived from the linear 

combination of the initials [25]. 
 

III. RESULTS AND DISCUSSION 

The results of the methodology were derived from the 
training of the model and from classification algorithm tests. 

A. Classification model training 

A 4-class classification problem was used for the training 

and performance evaluation of the classification model. The 

values of arousal and valence, that characterize the emotional 

state of the participants were used to create 4 categories. Given 

that the participants were rating on a scale of 1 to 9 the degree 

of their reaction to the video they were watching (arousal) and 

the degree of intensity (valence) that the feeling caused by the 

video had, 4 distinct classes were classified: 

 

● high arousal – high valence (HAHV): This category 

includes EEG characteristics corresponding to arousal and 

valence values greater than 4.5. 

● high arousal – low valence (HALV): This category 

includes the EEG characteristics corresponding to an arousal 

value greater than 4.5 and a valence value of less than 4.5. 

● low arousal – high valence (LAHV):  This category 

includes EEG characteristics corresponding to an arousal 

value of less than 4.5 and a valence value greater than 4.5. 

● low arousal – low valence (LALV): This category 

includes EEG characteristics corresponding to arousal and 

valence values of less than 4.5. 

 As a result, there was a problem of sorting 4 classes 

that were used as input to 6 classification algorithms which we 

analyze below in detail [26]. 

 The training and control of the performance of each 

classifier was done with the cross-validation method and 

specifically with the 10-fold cross-validation. This method is 

an iterative method in which the set of EEG characteristics is 

divided into 10 equal sections that are used as a training set 

and as a test set [27]. 

 

In the Table III below, we observe the methods of 

approach as well as the metrics that emerged in similar papers 

in comparison to our own method, we examine through 

classification algorithms the greatest accuracy we can have for 

the detection of emotional state by electroencephalographic 

signals [28] - [35]. 

 
TABLE III.  METHOD AND METRICS FROM SIMILAR PAPERS 

Year 1st Author Method Description Metric 

2022 Pallavi 

Pandey 

EEG signals utilizing 

the classifier Deep 

Neural Network and 

the feature extraction 

method VMD. 

Valence, 

Arousal, 

Dominanc

e and 

Liking/Dis

liking 

2022 Siyu Zhu Using eye-tracking 

(ET) and 

electroencephalograp

h (EEG) data 

Valence, 

arousal, 

dominanc

e, liking, 

and 

familiarity

. 

2022 Buket D. 

Barkana 

EEG readings during 

the retention of short-

term memories in 

various emotional 

states. 

Neutral, 

negative, 

and 

positive 

emotions. 

2022 Mohamma

d Shabbir 

Alam 

Examining the use of 

machine learning to 

identify human 

Joyful, 

cool, 

angry and 



 

attention and emotion 

based on EEG data 

sad. 

2022 Minchang 

Yu 

Developing a new 

emotion EEG dataset, 

virtual reality (VR) 

(VREED) 

Negative/

positive 

emotions 

2014 You Yun 

Lee 

Using EEG-based 

functional 

connectivity patterns 

to categorize various 

emotional states 

Emotional 

states, 

neutral, 

positive, 

negative. 

2022 Padhmashr

ee V. 

Emotion recognition 

relation with temporal 

frequency ditection of 

multivariate signals 

from EEG. 

Arousal, 

Valence 

and 

dominanc

e. 

2022 Sara 

Bagherzad

eh 

EEG data can be used 

to identify emotional 

states using frequency 

effective connection 

maps and a transfer 

learning technique. 

Calmness,  

surprise, 

fear,  

Anger, 

Sadness, 

excitemen

t, disgust, 

happiness 

and 

amusemen

t 

emotions. 

2014 Shangfei 

Wang 

EEG user data and 

video content 

combined for hybrid 

video emotional 

tagging 

Valence 

and 

arousal 

 

 

B. Testing sorting algorithms 

For the validation of the proposed methodology, well-

known classifiers were tested, which have been widely used in 

scientific papers that address the issue of emotional state 

analysis. Specifically, Decision Trees, Random Forests, Naïve 

Bayes, a MultiLayer Perceptron and Support Vector Machines 

were tested. 

 
TABLE IV.  ACCURACY (ACC), SENSITIVITY (SENS) AND 

SPECIALTY(SPEC) RESULTS  

 ACC 

(%) 

SENS 

(%) 

SPEC 

(%) 

Decision Tree 70.23 70,30 70,20 

Random Forests 78.59 84,00 78,60 

Naïve Bayes 49.37 50,47 49,42 

Multilayer Perceptron 63.12 62,80 63,10 

Support Vector Machines 61.40 60,70 61,41 

k-Nearest Neighbors 73.36 73,65 73,48 

 

From the table we observe that the random forests 

algorithm has a higher percentage of accuracy for all three 

methods (Accuracy, Sensitivity and Specificity), while the 

kNN algorithm follows directly after that. 

IV. CONCLUSIONS 

The present paper studies the emotional state of 

individuals, as it is captured by EEG recordings and by 

metrics related to the intensity of emotion, such as arousal and 

valence. 

More specifically, the study used EEG recordings of 32 

healthy participants, 16 from them are men and other 16 are 

women, with ages between 19 and 37 years (average 26.9 

years). For the experiment, sensors for the peripheral signals 

as well as the electrodes for the electroencephalogram, were 

individually placed on the participants. The subject recorded 

their emotional state after each film using the predetermined 

measures of dominance, valence, arousal, familiarity, and 

liking. 

The proposed methodology for EEG-based emotional 

analysis is based on the Discrete Wavelet Transformation, 

which is the most widespread Transformation in Wavelet 

Analysis. Utilizing the WEKA OA software, the suggested 

model's performance was evaluated in this situation using 

machine learning techniques such Random Forests, MLP, 

Naive Bayes, SVM, Decision Trees and kNN. The 

classification model was tested in the LALV/ LAHV/ HALV/ 

HAHV categorization problem that separates the following 4 

classes: 

I. HIGH AROUSAL – HIGH VALENCE 

II. HIGH AROUSAL – LOW VALENCE 

III. LOW AROUSAL – HIGH VALENCE 

IV.  LOW AROUSAL – LOW VALENCE 
 

The best classification results were obtained using the 

Random Forests algorithm in terms of Accuracy (78.59%), 

Sensitivity (84.00%) and Classification Specialty (78.60%). 

A psycho physiological process, emotion is frequently 

linked to feeling, character, personality, and motivation. It is 

set off by the perception of a thing or circumstance, whether 

conscious or unconscious. Human communication places a 



 

high value on emotions, which can be communicated vocally 

through emotional dialect or nonverbally through the use of 

factors like voice volume, gestures, and facial expressions. 

Human communication is greatly influenced by emotions, 

which can be represented vocally through emotional dialect or 

nonverbally through gestures, facial expressions, and voice 

inflection changes. In other words, they do not have the ability 

to recognize the human emotional state, nor to use information 

from it to perform the appropriate actions. 

The aim is to find the emotional elements through human-

computer interaction systems and to synthesize emotional 

response. In the future we could test additional machine 

learning algorithms to validate the reliability of our 

experiment, as well as different features. In addition, a future 

extension of the present dissertation could be considered as the 

application of the classification model, with appropriate 

modifications to the points, to real data that we will have 

collected from people who will wear an electroencephalogram 

recorder, as well as the addition of an experiment with virtual 

reality devices to compare the results. 
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